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Abstract

The idea of logicographic symbols is to dispatch graphical drawings to predicate

or function constants. The drawings symbolize the intuition behind the notion of

the constants. Without losing its rigor logicographic symbols can be used in the

formal statements whose readability is remarkably enhanced.

In this paper we propose new type of logicographic symbols, called 'variable

shape', which change their shape depending on the arguments whereas others,

called 'fixed shape', do not change their shape. Also the design principles which

should be took into consideration are discussed.

KEYWORDS: inventing new notation, intuitive proof presentation, user inter-

face for integrated mathematical systems

1. Introduction

The computer-support for doing mathematics has significantly increased in the past few

decades. The fact can be seen by the successful achievements of several existing computer

algebra systems and theorem proving systems. In these systems mathematical knowledge

is described in more formal and precise ways than those of mathematical books so that it

can be processed in computers. However the problem is that it is often very hard to under-

stand the intuition behind the formal description in such systems. Traditionally in order to

help the understanding, we usually make some pictures or drawings. We definitely need

tools to reconcile these two issues, formal rigor and intuitive understanding helped by

drawings.

As a solution of this problem Buchberger proposed a new idea of logicographic sym-

bols in a paper [Buc2000]. The main idea of logicographic symbols is to dispatch graphi-

cal drawings, which have slots for arguments, to predicate or function constants. The
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graphical drawings symbolize the intuition behind the notion. These graphically repre-

sented drawings can be treated as meaningful objects. Namely it can be used in formal

statements and treated completely same as the traditional formal statements. Additionally

these can be not only visible but also manipulatable, e.g by changing arguments by modify-

ing the places called slots.

In order to show the feasibility of logicographic symbols we implemented the tool on

the top of the Theorema system which is an integrated mathematical environment for

proving, computing, and solving [BDK+1997, BDJ+2000]. So far we have shown several

examples of logicographic symbols in several conferences [Buc2000, Buc2001, NB2001a,

NB2001b] and my Ph.D. thesis[Nak2002].

The purpose of this paper is to propose a new type of logicographic symbols called

'variable shape' which change their shapes depending on the argument terms. On the

contrary the existing type of logicographic symbols are called 'fixed shape' because their

shapes are independent of the argument terms.

At first we review the 'fixed shape' logicographic symbols, and secondly see the idea

of 'variable shape' logicographic symbols by some examples. Finally we discuss some

design principles which should be took into consideration.

2. Fixed Shape Logicographic Symbols

2.1 Example: Limit

In Theorema the definition of 'sequence f comes closer to a than � from N on' can be

described by the following declaration labeled by "4-ary limit" where 'any[f,a,�,N]' indi-

cates that 'f,a,�,N' are variables.

Definition�"4�ary limit", any�f , a, �, N�, limit�f , a, �, N� : � �
n

n�N

�f �n�� a� � ��

Using textual constants for denoting functions and predicates, it is sometimes hard to

understand the intuition behind the formalized statements. Proofs of propositions based on

this notion will of course rely exclusively on the formal definition. On the other hand a

drawing conveying the intuitive idea behind this notion will greatly help in understanding

propositions and proofs about the notion. In [Buc2000] Buchberger introduced a logico-

graphic symbol for the predicate constant 'limit' of the formula 'limit[f,a,�,M]' by the

following declaration:
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LogicographicNotation�"4�ary limit", any�f , a, �, M�,
limit�f , a, �, M���f " stays closer to "�a " than " � " from " M�

�

f

M

�
a

�;

In the above declaration, the entire drawing with four slots for the four possible arguments

constitutes the new symbol. The label "4-ary limit" can be used to refer to this logico-

graphic definition afterwards. The expression 'any[f, a, �, N]' means that 'f, a, �, N' are

slots in the declaration. The annotation '(f " stays closer to " a " than " � " from " M)'

indicates a suggestion for reading the formula.

After the activation of the declaration, formulae with 4 arguments predicate constant

'limit' are shown by the right-hand of the declaration in which all slots are replaced by the

arguments. For example, 'limit[f+g, a+b, �+�, max[M,N]]' is shown as follows:

f 	 g

max�M, N�

� 	 �
a 	 b

Formulae represented with logicographical symbols can be manipulated just like any other

logical formulae of Theorema. Namely, they can be evaluated and their slots can be

modified by selecting places of the variable slots and typing the terms.

2.2 Example: Merge Sort

Figure 1 shows a theory for showing the correct of merge sort. The expressions '	
',
'	x, X





', 'x � X', 'X � Y' stand for 'empty tuple', 'a tuple with the first element x and a finite

sequence 'X





' of elements', 'tuple X with element x prepended', 'concatenation of X and Y',

respectively. And 'stmg', 'mg', 'istv', 'ist', 'ipm', 'lsp', 'rsp' stand for 'sorted by merging',

'merged', 'is sorted version of', 'is sorted', 'is permuted version of', 'left split', and 'right

split', respectively.

K. Nakagawa



Algorithm�"stmg", any�X�,

stmg�X� :�

�������


�
������

X � �X� 
 1

mg�
stmg�lsp�X��,
stmg�rsp�X���

� otherwise �;

Algorithm�"mg" , any�X, Y, a, b, x

, y

 �,
mg�	
, Y� :� Y

mg�X, 	
� :� X

mg�	a, x


, 	b, y


� :�

� a�mg�	x


, 	b, y


� � a � b

b�mg�	a, x


, 	y


� � otherwise

�;

Definition�"istv", any�X, Y�,
istv�X, Y�� �ist�X� � ipm�X, Y���;

Lemma�"mg" , any�A, B�,
�ist�A� � ist�B��� ist�mg�A, B���;

Lemma�"mg2", any�A, B�,
ipm�mg�A, B�, A � B��;

Figure 1: Formalized Merge-Sort Theory

With the several infix notations and the case notation of Theorema, the declaration is

much more comprehensive than other programming languages. However no notations are

dispatched for the newly introduced constants 'stmg', 'mg', etc. We now introduce logico-

graphic symbols for the newly introduced constants. With the facility of logicographic

symbols the user has complete freedom in designing new symbols for the various notions.

The following may be a possible choice:

X
Y

mg�X, Y� the result of merging two tuples X and Y
X

lsp�X� left split of X

X stmg�X� the result of sorting X by merging
X

rsp�X� right split of X

X

Y

ipm�X, Y� X is a permuted version of Y X ist�X� X is sorted

X

Y

istv�X, Y� X is a sorted version of Y

With these logicographic symbols, the above knowledge base can be described in the way

shown in Figure 2. Here the expressions are represented in a nested 2-dimensional syntax

with dark gray and light gray coloring for clarifying the syntactical structure.

Then the correctness of merge sort can be formalized as follows:

Proposition�"mgs" �� correctness of merge�sort ��, any�A�, A

A

�

The expected Theorema proof can be found in [NB2001a, Nak2002].
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Algorithm�"stmg", any�X�,

X :�

�������������


�

������������

X � �X� 
 1

X

X
� otherwise

�;

Algorithm�"mg" , any�X, Y, a, b, x

, y

 �,

	

Y

:� Y

X
	
 :� X

	a, x



	b, y


 :�

�������


�
������

a�
	x




	b, y


 � a � b

b�
	a, x



	y


 � otherwise

�;

Definition�"istv", any�X, Y�,

X

Y

�

�

�

����������
X �

X

Y

�

�

����������
�;

Lemma�"mg" , any�A, B�,

�
�
���� A � B �

�
�����

A
B �;

Lemma�"mg2", any�A, B�,

A
B

A � B

�;

Figure 2: Formalized Merge-Sort Theory with Logicographic Symbols

2.3 Example: Notation of Function in Set Theory

In [Buc2001] Buchberger proposed a technique to compose a new logicographic symbol

from existing logicographic symbols by using the example of the notion of function in set

theory. Here are the definitions of the notion of function and their logicographic

representation:

Definitions�"relations", any�A, r, B�,

isrel�A, r, B�� �r � A�B�
isltot�A, r, B�� �

a�A
�

b�B
	a, b
 � r

isrtot�A, r, B�� �
b�B

�
a�A

	a, b
 � r

isrfun�A, r, B�� �
b1�B,b2�B

�
a�A

�	a, b1
 � r � 	a, b2
 � r � b1 � b2�
islfun�A, r, B�� �

a1�A,a2�A
�

b�B
�	a1, b
 � r � 	a2, b
 � r � a1 � a2�

�

LogicographicNotation�"relations", any�A, r, B�,

isrel�A, r, B���r "is a relation between " A "and" B� �
A

r
B

isltot�A, r, B���r "is left total on " A "and" B� �
A

r
B

isrtot�A, r, B���r "is right total on " A "and" B� �
A

r
B

isrfun�A, r, B���r "is right functional on " A "and" B� � A
r

B

islfun�A, r, B���r "is left functional on " A "and" B� �
A

r
B

�
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The notion of being a function can now be expressed by the formula 'isrel[A,r,B]�isrfun[-

A,r,B]' and with the logicographic declaration it is represented as

' A
r

B � A
r

B'. However, it is natural to represent this formula in more

compact form 'A
r

B'.

In order to introduce this representation, we could have an extra 'LogicographicNota-

tion' declaration and its definition. However in this way, in order to introduce all such

combined symbols, we would have to introduce 25–6(=26) additional logicographic

symbols. Instead, at first we introduce a facility to combine existing logicographic sym-

bols by introducing a syntactic construct '�' (wedge) which is different from the logical

construct '�' (and), and second we dispatch appropriate logicographic symbols for it.

For example, if we have the following expression '(isrel�isrfun)[A,r,B]', then the

logicographic representation of the expression are composed from the representation of

'isrel' and 'isfun' and becomes 'A
r

B'.

Introducing a composing logicographic symbol, e.g. 'isrel�isrfun', means introducing a

new predicate or function constant whose logicographic representation can be automati-

cally composed by combining the logicographic representations of its constituents. Thus,

in a Theorema session, these expressions can be treated as predicate or function constants.

In fact, the meaning could be defined by just adding definitions of the following kind to

the Theorema knowledge base:

Definition�"functionality", any�A, r, B�,
�isrel� isrfun��A, r, B�� isrel�A, r, B� � isrfun�A, r, B��

or alternatively Theorema provers expand the formulae to the appropriate one as the need

arises.

Additionally we introduce a new convention. When argument slots in a logicographic

symbol are left out, they are considered as quantified argument variables. For example, if

the first and third slots are omitted from 'A
r

B', we will have the representation

'
r

' which is considered as '�
A
��
B
� A

r
B ', namely

'�
A
�
B

�isrel� isrfun��A, r, B�'.

Under this conventions the theorem states that 'the composition of two bijective functions

is bijective' can be described as follows:

Theorem�"Composition of Bijective Functions", any�f , g�,
� f � g �� f �g �

With 3 lemmata the proof is automatically produced by Theorema as follows:

Prove:
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(Theorem (Composition of Bijective Functions))

�
f ,g

� f � g
�

f �g �,
under the assumptions:

(Lemma (Composition of Injective Functions)) �
f ,g

� f � g
�

f �g �,

(Lemma (Existence of Bijective)) �
f
� f

� � f
f

f ��,

(Lemma (Bijective is Injective)) �
f
� f

�
f �,

For proving (Theorem (Composition of Bijective Functions)) we take all variables arbitrary but fixed

and prove:

(1)
f0 � g0

�
f0 �g0

.

We prove (1) by the deduction rule.

We assume

(2)
f0 � g0

and show

(3)
f0 �g0

.

From (2.2), by (Lemma (Bijective is Injective)), we obtain:

(10)
g0

.

From (2.1), by (Lemma (Bijective is Injective)), we obtain:

(9)
f0

.

From (9) and (10), by (Lemma (Composition of Injective Functions)), we obtain:

(16)
f0 �g0

.

From (16), by (Lemma (Existence of Bijective)), we obtain:

(26) � f0 �g0

f0 �g0
f0 �g0 �.

Formula (3) is proved because (26) is an witness for it.

�

The flow of the produced proof can be seen more legibly by using the following diagram-

matic proof presentation. [1] We assume the left hand side and prove the right hand side.

[2] In order to prove the goal, we have to find appropriate A and B. [3,4] Optically we can

grasp the facts by extraction. [5,6] By the lemmata. [7] We found appropriate values for A

and B. Therefore the theorem is proved. Producing such diagrammatic proof presentation

automatically is an interesting future work.

f � g
���������

deduction

�1�
f ��g

��4� ��3�
f g

� �

��2�

A? f ��g
B?

� �7� �

f ��g

�5�
���������

�6�
� f ��g

f ��g
f ��g �
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3. Variable Shape Logicographic Symbols

3.1 Example: List Representation

In the previous section we saw some logicographic symbols whose sizes may change, but

shape did not change. Namely the shape depends on only the predicate or function con-

stant, but does not depend on the arguments. Here we introduce some logicographic

symbols which change their shape depending on the arguments, namely 'variable shape'

logicographic symbols.

In mathematics, for heuristic and pedagogic reasons, one often introduces or illustrates

abstract notions by accompanying concrete examples. For example, when explaining the

bubble-sort algorithm, one would illustrate the effect of the algorithm by showing its trace

in concrete examples using lists of numbers. Preferably, one would illustrate the effect by

using lists of strokes with varying length so that the effect is more easily visible. For

example, when we have the following trace:

3, 4, 1, 5 � 4, 3, 1, 5 � 4, 3, 1, 5 �

4, 3, 5, 1 � 4, 3, 5, 1 � 4, 5, 3, 1 � 5, 4, 3, 1

the corresponding visualized trace is more illustrative than the trace above:

� � �

� � �

Here lengths of vertical lines vary depending on other elements such that the largest

element fits into the box. Also widths between lines vary depending on the number of

elements. Note that this is only possible for terms whose ingredient values are known. For

terms whose subterms contain variable this is of course not possible.

Variable shape logicographic symbols can not be declared as easily LogicographicNota-

tion declaration used in the examples of the fixed shape logicographic symbols. Instead

there should be a mechanism to declare an algorithm to construct the visual representa-

tion. For the moment, this functionality has not yet been implemented, but hard-corded in

Mathematica.
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�
Interaction

So far what we could interact with logicographic symbols was to fill in or change the

expressions of slots. For this logicographic symbol, different type of interactions is possi-

ble. The possible interactions are adding, deleting, arranging, enlarging or shortening bars

by mouse operations. These interactions change the elements of lists, e.g. adding an

element to the list.

For example, adding an element '2' to the end of the list 	1,2,3
 can be achieved by

drawing a bar into the logicographic symbol:

�

Note that the system automatically recognizes the size of the element from the vertical

length of the bar.

�
Tricky Order

We now consider another usage, which is more general and more tricky: Consider the

predicate

Definition�"Tricky Order", any�standard, A�,
is–ordered�standard, A� : �

�
i�2,…,�standard��1

�
j�1,…,i�1

�standardi � standardj�Ai � Aj��

This predicate yields "True" iff the given list 'A' is ordered exactly in the way as specified

by the ordering of the list 'standard'. Now, it may be interesting to introduce an extra

logicographic symbol for each concrete value of the parameter 'standard'. In other words,

the logicographic representation for the predicate 'is-ordered' would depend on the value

of the first argument 'standard'. A possible choice would be, for example:

LogicographicNotation�"4�ary limit", any�A, standard�,
is–ordered�standard, A���A�" is ordered by"�standard�

� standard? �A �;
Then

?

! " and

?

! "

would yield "True" and "False" respectively.
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3.2 Example: Graph Representation

One of natural applications of variable shape logicographic symbols is the graph theory.

In the graph theory a graph can be defined as a pair of a set of vertices and a set of edges.

For example, this is a graph which has 4 vertices with 3 edges

graph�#v1, v2, v3, v4$, ##v1, v2$, #v1, v3$, #v1, v4$$� .

Then the natural logicographic representation of the graph is ' '.

Obviously for humans it is much easier to understand formalized statements of the

graph theory by this graphical representation than the formula representation. The follow-

ing example, taken from a book [Gib1985], shows the computation sequence of chromatic

polynomial of a graph.

By 'chromatic–polynomial[G,k]', represented logicographically by �G k, we denote the

number of ways of vertex-coloring the graph 'G' with 'k' colors such that verities of 'G'

should not have the same color if they are adjacent by the edges of 'G'. For example,

! "
k
� k��k� 1�3

because the vertex in the center can be colored in k different ways. The remaining vertices

can then be colored in (k–1) ways. Now here is a useful theorem to compute chromatic

polynomials:

Theorem�"7.10 in the book�Gib1985�", any�G, e�,
edge�G, e�� �G k � �G � e k � �G� e k�

where 'edge[G,e]' means 'e' is an edge of 'G', 'G–e' is derived from 'G' by deleting the edge

'e', and 'G � e' is obtained from G by contracting the edge 'e'. Intuitively contraction of an

edge means making the vertices of the edge into one vertex.

We see the idea of the proof by an example. Let 'G' be ' ' and 'e' be '� ', by the

theorem the following fact holds:

! "
k
� ! "

k
� ! "

k

Here % &
k

contains the all cases of % &
k

except the cases where the two upper vertices

are the same color. And the number of the exceptional cases is exactly % &
k
. Repeated

application of this theorem will eventually reach to the combination of chromatic polyno-

mials with no edges which can be easily computed.

% &
k

� % &
k
� % &

k
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� �
�
����
�
�
����% &

k

� % &
k

�
�
���� � �

�
����% &

k

� % &
k

�
�
����
�
�
����

� �
�
����
�
�
����
�
�
����% &

k

� % &
k

�
�
���� � �

�
����% &

k

� % &
k

�
�
����
�
�
���� � �

�
����
�
�
����% &

k

� % &
k

�
�
���� � �

�
����% &

k

� % &
k

�
�
����
�
�
����
�
�
����

� �
�
����
�
�
����
�
�
����
�
�
����% &

k

� % &
k

�
�
���� � �

�
����% &

k

� % &
k

�
�
����
�
�
���� � �

�
����
�
�
����% &

k

� % &
k

�
�
���� � �

�
����% &

k

� % &
k

�
�
����
�
�
����
�
�
���� �

�
�
����
�
�
����
�
�
����% &

k

� % &
k

�
�
���� � �

�
����% &

k

� % &
k

�
�
����
�
�
���� � �

�
����
�
�
����% &

k

� % &
k

�
�
���� � % &

k

�
�
����
�
�
����
�
�
����

� % &
k

� 4 % &
k

�
6 % &

k

� 3 % &
k

� k4 � 4 k3 �
6 k2 � 3 k � k �k � 1� �k2 � 3 k

�
3�

With this logicographic representation we will be able to show formal statements of the

graph theory more intuitively, and also use the logicographic representation as formally

manipulatable expressions, e.g. for computation.

3.3 Example: Geometrical Judgement

It is a natural idea to use a logicographic symbol for algebraic inequalities as geometrical

representation. As an application, the judgement of the region inclusion can be converted

into the judgement whether an inequality holds or not. For example, suppose we have the

following definitions:

Definitions�"in a region", any�G, e�,
in–circle�x, y� : � x2 � y2 � 1

under–line�x, y� : � y � x
�

Then the formulae

in–circle�0.5, 0.2�, under–line�0.5, 0.2�, �in–circle�under–line��0.5, 0.2�
should be represented logicographically in the following ways respectively:

-1 -0.5 0.5 1

-1

-0.5

0.5

1

,

-1 -0.5 0.5 1

-1

-0.5

0.5

1

,

-1 -0.5 0.5 1

-1

-0.5

0.5

1

.

The important observation is '(in–circle�under–line)[0.5,0.2]' which can be composed

from the representations of 'in–circle' and 'under–line' by using the technique explained in

Section 2.3. By seeing the picture, one can reason immediately the truth value of formulae

without computing algebraic inequalities. (Of course when a point is very close to curves

or lines, one can not judge by seeing.)
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This kind of reasoning are related to the topic so called 'logical reasoning with dia-

grams'. One famous example is the Venn diagram by which one can reason some facts

with the graphical operations. Shin[Shi1995] and Hammer[Ham1995] improved the Venn

diagram and elaborated it in such ways that certain theorems are proved diagrammatically.

They also gave soundness and completeness proofs. This is a counter argument against the

prejudice that using diagrams is unreliable and that they should not be used in formal

proofs. If it is well constructed, one does not lose formality at all. In more general settings

the discussions of the properties which these reasoning systems should satisfy can be

found in [BS1995, Shi2001].

4. Designing Logicographic Symbols

Traditionally, one of the important rules for the invention of notation has always been that

it should be easy and fast to write the notation on paper or blackboard. However this rule

is not any more so important because inputting becomes faster and easier also for quite

involved symbols if we use computers. With this new tool, the users of mathematical

systems like Theorema now have a potentially unlimited collection of mathematical

symbols at their disposition for expressing their ideas. The design of the logicographic

symbol is completely free. However, there are some pedagogic, psychological and design

principles which should be followed.

� Should be as simple as possible and as complicated as necessary

Most importantly, logicographic symbols should be designed as simple as possible and as

complicated as necessary: If a symbol becomes too complicated, it is, again, hard to grasp

the essential features of the notion quickly. If a symbol is too simple, it may omit essential

features that distinguish the notion from other, similar, notions.

However, the exact design of a logicographic symbol may depend on the pedagogical

situation of the addressee in a formal mathematical text: If the notion to be represented by

a logicographic symbol is completely new to the addressee, it may be preferable to design

a more involved logicographic symbol like the logicographic symbol for 'limit' in Section

2.1. If the notion becomes more and more familiar, an alternative, more concise version of

the symbol may be introduced. In fact, it is perfectly possible to attach two or more logico-

graphic symbols with one notion. For example, another possibility could be

f
�

M

a

.
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�
Should reflect the concept behind

Secondly the logicographic symbols should reflect the concept behind. For example, we

should not use 'ascendant triangle: X ' for the notion of the predicate checking whether a

list is in descendant order or not.

In 1879, Frege introduced 2-dimensional notation for logical formulae [Fre1967]. For

example, the formula '�
x
�A�x��B�x��' is described as follows:

B x
A x

x

Frege's notation, however, shows only the syntactical structure of formula, whereas

logicographic symbols try to convey the intuitive semantics behind the logical constants.

Obviously we could implement logicographic symbols for such notation. However the

Frege's notation does not convey the intuitive semantics.

�
Should use vertical direction and colors

Usually infix notations are located horizontally e.g 'lsp[A]�rsp[A]'. On the contrary, in the

example of 'merge sort' some logicographic symbols are located vertically, too. For exam-

ple, an axiom 'splitting and concatenating gives a permuted version of the original' can be

described with logicographic symbols as follows:

Axiom�"csp" , any�A�,
A
�

A

A

�

It uses vertical direction for ' ' which makes the structure clear with the help of colors

and enhances the readability. If we do not use the vertical direction and colors, it would be

represented as '� �A� � �A��� �A' which does not make us understood immediately.

Of course, the above logicographic representation consumes a lot of 2-dimentional space

whereas traditional representation uses less 1-dimentional space. However, as mentioned,

it is not a problem at all if we use computers, and always we can switch the logicographic

symbol depending on the situation.
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�
Composite symbols have the meaning of all continents

The tool of composing representations helps for the notational conciseness. In some sense

composed representation have the all properties of its constituents.

For example, in the 'merge sort' theory, the leading picture ' ' is combined by two

existing pictures ' ' and ' ' which indicate that this expression is in some sense have

both meanings of constituents as the definition of 'is sorted version'.

Another example in the proof of 'merge sort', the lemma "Bijective is Injective" is used

twice. Note that one can see this fact immediately without referring the lemma because we

constructed the logicographic symbols in such a way that the properties represented by a

part of a logicographic symbol can be implied from the properties represented by the

entire symbol. In this way, one can immediately notice the facts like ' f ', ' f ',

' f ' etc. from ' f '.

5. Conclusion

After reviewing the examples of fixed shape logicographic symbols, the idea of variable

shape logicographic symbols which change their shapes depending on the arguments is

proposed by some examples. There are many applications of variable logicographic

symbols, e.g. graph theory, geometry, topology, category theory, term rewriting theory etc.

The problem of creating variable shape logicographic symbols is that the drawing and

interpreting algorithm should be described on a case basis. Probably there should be a

library which consists of some basic functions helping to draw pictures easily and interpret-

ing meanings from drawing components like lines, circles etc.

There are many existing systems which can visualize mathematical objects. However

these systems can not use these visualized representation for evaluation. With the tool of

logicographic symbols one can freely interchange between visual thinking and logical

thinking. This is a distinctive characteristic which can not be seen in other mathematical

systems.

In mathematics there are some parts which visual description is suited for and other

parts which logical description is suited for. As a tendency, visual description is suited for

concrete examples and logical description is suited for describing general properties. For

example, let 'P' be a certain property then it's difficult to describe the statement

'�
e
�edge' , e(�P' � e (�' only by visual representation, because 'e' is not concrete

yet.

We believe that the tool of logicographic symbols presented in this paper should be

integrated into mathematical software systems in future.

Variable Shape Logicographic Symbols
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